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Preface  

Industry 4.0 is the latest technological innovation in manufacturing with the goal 
to increase productivity in a flexible and efficient manner. This revolutionary 
transformation which is changing the way in which manufacturers operate is 
powered by various technology advances including artificial intelligence, Big Data 
analytics, internet-of-things, and cloud computing. Big Data analytics has been 
identified as one of the significant components of industry 4.0 as it provides 
valuable insights for the purpose of smart factory management. This scenario 
requires the data to be processed with advanced tools and technologies in order to 
provide relevant information. Big Data and Industry 4.0 have the potential to 
shape up the industrial process in terms of resource consumption, process 
optimization, automation, and much more. It can be inferred that it also plays a 
key role in achieving sustainable development. However, keeping pace with these 
technologies require an individual to be highly skilled and well knowledgeable in 
identifying and solving any real-time problem. Such problems can be as small as a 
minute shift in the data generated, which may affect their surroundings, even their 
lives later. The exponentially rising generation rate of data has made the Big Data 
analytics a challenging area of research. 

The Big Data Analytics Market growth is forecasted to grow at a compound 
annual growth rate of 29.7% to $40.6 billion by 2023 as per Frost & Sullivan. The 
growth in the Big Data analytics market will accelerate the need for specialists in 
Big Data analytics. And with demand for talented professionals more than 
doubling in the last few years, there are limitless opportunities for professionals 
who want to work on the cutting edge of Big Data research and development. 

The awareness and practice on Big Data and its applications, skill development to 
face Industry 4.0 and technological advanced infrastructure become the keys for 
successful development of future pillars of our Globe. Linking Big Data analytics, 
which is one of the tools of Industry 4.0 with arts and science education is the need 
of the hour. Today, the rate at which the transformation happening is very disruptive 
in nature and also exponential changes are being witnessed. Educational institutions 
have to be way ahead of the requirement and prepare their students to meet the new 
challenges to be created by Industry 4.0. Currently, educational institutions are at 



crossroads and do not know how to interweave the Industry 4.0 tools into the arts, 
science, social science and teacher education programmes in Universities. The book 
can aid in imparting the concepts and knowledge of Big Data among graduates 
studying in Higher Education Institutions as it highlights the fundamentals and 
research trends of big data. It also describes applications of big data in various sectors 
such as finance, education, social media, remote sensing, and healthcare. Currently, 
there are no books on big data and its applications that can be used in the curriculum 
of higher education. The proposed book has a huge scope to be included in the 
higher education curriculum. Hence, the demand for the book among graduates and 
higher education institutions will be present as long as the curriculum of higher 
education institutions focuses on the development of Industry 4.0 skills. The 
students, scholars, and teachers can be from Arts & Science Universities, Engineering 
Institutions, and Teacher Education Universities. Practitioners – Scientists, 
Engineers, and Statisticians who are interested in building Big Data applications 
or analytical models to solve real world problems can also use this book for reference. 

This book covers the recent advancements that have emerged in the field of Big 
Data and its applications. The exponentially rising generation rate of data has 
made the Big Data analytics, a challenging area of research. The book introduces 
the concepts, advanced tools and technologies for representing, and processing Big 
Data. It also covers applications of Big Data in domains such as financial services 
sector, education, tribal health care, biomedical research, healthcare, logistics, and 
warehouse management. Students of every discipline must be familiar with this fast 
growing technology since their future job prospects will be influenced by this 
technology. This book can be used in courses offered by Higher Education 
Institutions which strive to equip their graduates with Industry 4.0 skills. It can be 
used by scientists, engineers, and statisticians who are interested in building Big 
Data applications to solve real world problems. 

Chapter 1 entitled “Data Science and Its Applications” introduces Data Science 
and discusses its applications in the business today. This chapter explores the 
possible types of data available in the business today, the many types of data 
analytics methods accessible today and covers uses cases through its applications. 

Chapter 2 entitled “Industry 4.0: Data and Data Integration” provides an 
overview of what Data Integration is, the different Data Integration solutions 
available, and the different methodologies of Data Integration. The chapter also 
discusses about various Data Integration service providers available in the market. 

Chapter 3 entitled “Forecasting Principles and Models: – An Overview” gives the 
readers a clear understanding of the general framework of forecasting principles, 
applications, limitations, and procedures for the data pertaining to such fields 
along with three basic forecast models, namely, naïve, moving average, and 
exponential smoothing models highlighting their significance. 

Chapter 4 entitled “Breaking Technology Barriers in Diabetes and Industry 4.0” 
explores the application of Big Data in diagnosing diabetes. Diabetes is a fertile area to 
implement the concepts of Industry 4.0 that would directly impact lives of millions of 
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people in India and world-wide. Barriers in Diabetes technology and technical 
solutions to break the barriers are detailed in this chapter. Healthcare is a fertile area 
with huge potential for Big Data, precision medicine, artificial intelligence, data 
mining, development of prediction models, health apps, machine automation, closed- 
loop technologies, and noninvasive monitoring systems. 

Chapter 5 entitled “Role of Big Data Analytics in Industrial Revolution 4.0” 
provides readers a complete understanding emphasizing the need for Big Data for 
Industry 4.0 transformation. The chapter provides a detailed roadmap of Data 
evolution and its related technological transformation in computing with a brief 
description of data related terminologies as an introduction. 

Chapter 6 entitled “Big Data Infrastructure and Analytics for Education 4.0” 
examines the application of Industry 4.0 and Big Data in the field of education. 
This chapter outlines how Industry 4.0 is being applied in education and discusses 
various Big Data infrastructure and analytics to build effective online teaching and 
learning. 

Chapter 7 entitled “Text Analytics in Big Data Environments” explains the 
background of text analytics and text analytics in Big Data domain. It also 
discusses how machine learning techniques are applied over the huge volume of 
data in Big Data environment, addresses the research challenges and issues of text 
analytics over the Big Data environment, and discusses the tools for text analytics. 

Chapter 8 entitled “Business Data Analytics: Applications and Research Trends” 
discusses the overview of Education 4.0, Big Data Analytics and Business 
Analytics, and the impact of Big Data Analytics in Education 4.0 as well as 
Business Analytics. Research perspectives and directions in these domains are also 
projected in this chapter. 

Chapter 9 entitled “Role of Big Data Analytics in the Financial Service Sector” 
summarizes the features, prospects, and significant role of Big Data in banking 
industry and also its advantages in the financial sector. The chapter tries to identify 
the various use cases of Big Data in banking, finance services and insurance (BFSI) 
areas, where this analytics is turning out to be paramount. 

Chapter 10 entitled “Role of Big Data Analytics in the Education Domain” describes 
the use of Big Data Analytics in Education domain. This chapter discusses how to 
analyze the educational data to improve the quality of education. It further discusses how 
Big Data technology will be used to assess the student performance, evaluation strategies, 
preparation of question papers, online examinations, comparison of curriculum, open- 
source educational tools, and web-based learning. 

Chapter 11 entitled “Social Media Analytics” discusses the social media 
platforms and step-by-step processes of analysing the data available through 
social media. It describes domains of social media analytics (SMA), various types of 
analysis, techniques and algorithms for analysis such as natural language processing 
(NLP), news analytics, opinion mining, scraping, and text analytics. It introduces 
the machine learning and deep learning algorithms, software tools that are available 
for social media analytics, and research challenges. 
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Chapter 12 entitled “Robust Statistics: Methods and Applications” is a study on 
the assumptions and limitations of classical statistical procedures. It explores 
various robust statistical procedures developed in recent past, by considering the 
measure of location and scale, in the area of data depth, regression and multivariate 
analysis. This chapter analyzes data using robust statistical methods along with 
conventional statistical procedures using robust statistical packages in R 
programming. 

Chapter 13 entitled “Big Data in Tribal Healthcare and Biomedical Research” 
confers the process of Big Data approaches in socio-economic status and in 
genomic research (NGS and Metagenomics). The chapter aims at deliberating 
healthcare as a Big Data repository, its analytics, and challenges in data retrieval 
and reiterates the necessity of Big Data in tribal community healthcare. 

Chapter 14 entitled “PySpark toward Data Analytics” explores Pyspark in detail. 
The chapter explores how PySpark overcomes the drawbacks of Apache Hadoop 
MapReduce and how it extends the MapReduce model for its interactive queries 
and stream processing. 

Chapter 15 entitled “How to Implement Data Lake for Large Enterprises” focuses 
on implementation of the Data Lake (DL) in cloud and the significance of DL 
where the pre-existence of a Data Warehouse (DW) helps businesses to take 
decisions. 

Chapter 16 entitled “A Novel Application of Data Mining Techniques for 
Satellite Performance Analysis” provides a brief knowledge on how data mining 
techniques can be used to analyze satellite performance. 

Chapter 17 entitled “Big Data Analytics: A Text Mining Perspective and 
Applications in Biomedicine and Healthcare” provides an overview of the text 
mining perspective of Big Data analytics with an emphasis on applications in 
biomedicine and healthcare. The chapter illustrates phases and tasks of text mining 
in Big Data scope and provides a description of two application areas of 
biomedicine and healthcare where text mining using Big Data analytics is applied. 

How to Use the Book? 

The method and purpose of using this book depend on the role that you play in an 
educational institution or in an industry or depend on the focus of your interest. 
We propose five types of roles: student, software developer, teacher, member of 
Board of Studies, and researcher. 

If you are a student: Students can use the book to get a basic understanding of 
Big Data, its tools, and applications. Students belonging to any of the arts, science 
and social science disciplines will find useful information from chapters on 
complete insight on Big Data, fundamentals and applications. This book will serve 
as a starting point for beginners. Students will benefit from the chapters on 
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applications of Big Data and data analytics in biomedicine, healthcare, education, 
social media, finance, and satellite performance analysis. 

If you are a software developer: Software developers can use the book to get a 
basic understanding of Big Data, its tools, and applications. Readers with software 
development background will find useful information from chapters on 
fundamentals and applications. They will benefit from the chapters on data 
integration, data lakes based on cloud, robust statististical methods given in R 
programming and PySpark. Software developers will find the data analytics tool 
PySpark very useful from configuring runtime options, running in standalone, 
interactive jobs, writing simple programs, streaming analysis, and machine learning 
packages for data analysis. Cloud-based data lakes can be built by software 
developers using the concepts and architecture given in the chapter on 
implementation of Data Lake for large enterprises. 

If you are a teacher, the book is useful as a text for several different university- 
level, college-level undergraduate and postgraduate courses. Chapters on forecasting 
principles and models, and robust statistical methods will help in gaining the 
knowledge on the Statistical models and methods that form the base for data 
analytics. A graduate course on Big Data can use this book as a primary textbook. 
It is important to equip the learners with a basic understanding on Big Data, a tool 
of Industry 4.0. Chapter on Big Data – A Complete Insight provides the 
fundamentals of Big Data. To teach the applications of Big Data in various 
sectors, say Healthcare, teachers will find useful information from chapters on 
diabetes, biomedicine and healthcare. A course on Big Data for Science too could 
use the chapters on diabetes, biomedicine and healthcare, and satellite performance 
analysis. A course on Big Data and Education could use the chapters that deal with 
application of Big Data, data analytics in Education 4.0. 

If you are a member of the Board of Studies: Innovating the education to align 
with Industry 4.0 requires that the curriculum be revisited. Universities are looking 
for methods of incorporating Industry 4.0 tools across various disciplines of Arts, 
Science, and Social Science Education. This book helps in incorporating Big Data 
across Science and Education. The book is useful while framing the syllabus for 
new course that cut across Big Data and disciplines of Arts or Science or Social 
Science Education. For example, syllabi for courses entitled Big Data in science, 
Big Data in healthcare, Big Data in medical biotechnology, Big Data in education 
may be framed using the chapters in the book. Industry infusion into curriculum is 
given much importance by involving more industry experts – R&D managers, 
product development managers, technical managers as special invitees in the Board 
of Studies. Chapters given by industrial experts in this book will be very helpful to 
infuse the application part of Big Data into the curriculum. 

If you are a researcher: A crucial area where innovation is required is the research 
work carried out by universities and institutions so that innovative, creative, and 
useful products and services are made available to society through translational 
research. This book can serve as a comprehensive reference guide for researchers in 
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the development of experimental Big Data applications. The chapters on diabetes 
and Industry 4.0, Healthcare, biomedical research, Education 4.0, business data 
analytics, finance, and satellite performance analysis provide researchers, scholars, and 
students with a list of important research questions to be addressed using Big Data. 

*****  
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This chapter starts with a brief introduction to data science and aims to cover three 
industry segments and three business functions, where and how data science is applied. 

Objectives 

The objective of this chapter is to introduce data science and discuss its 
applications in the business today. Data science is about solving business 
problems, and businesses must recognize this fact. It examines which 
questions need answers and where to find the related data to support 
business decisions. This chapter defines and introduces the field of data 
science, possible types of data available in the business today, the many types 
of data analytics methods available today and covers use cases through its 
application. Though data science is used in all walks of life, this chapter 
restricts only its text to the scope of business or commercial activity. Going a 
little deeper, this chapter aims to cover three industry segments and three 
business functions where data science is applied.    

1.1 Introduction to Data Science 
Businesses see an uprising in transactions, leading to creating a huge repository of 
data comprising these transactions. This creates a need for information, insight, 
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and intelligence about the business. Managers in the businesses moved from 
making decisions out of experience or institution to fact-based, data-driven deci-
sions. This was effectively done by understanding the business objectives and their 
operative nuances and building intelligence around them. 

The last decade has seen a huge transformation in the businesses moving to-
ward a digital era by automating their process flows. In this trend, most businesses 
have also been collecting and storing their data in digital formats, and now the 
time has come to analyze and bring some value from the collected data. The 
collected data now demands to be cleaned by removing noises or unwanted in-
formation before being processed (Foster Provost & Tm Fawcett, 2018) to bring 
out meaningful insights for the business. Significant advancements related to 
storage spaces, thereby reducing the hardware costs, faster processing, and software 
products capable of performing complex calculations have become a boon to the 
business wanting to have a data-driven culture for decision making. 

1.1.1 Data Science: A Definition 

The loose definition of data science is to analyze data of a business to be able to 
produce actionable insights and recommendations for the business (Affine Analytics, 
2018). The simplicity or the complexity of the analysis also impacts the quality and 
accuracy of results. As businesses and the data they collect became sophisticated, the 
need for technological skills, math/stats skills, and the necessary business acumen to 
define and deliver a relevant business solution became more relevant. 

Data science is the process of examining data sets to conclude the information they 
contain, increasingly with the aid of specialized systems and software, using techni-
ques, scientific models, theories, and hypotheses. These three pillars have very much 
been the mainstay of data science ever since it started getting embraced by businesses 
over the past two decades and should continue to be even in the future (Figure 1.1): 
Computer Science & IT, Business Acumen and Methods, Models, & Process. 

Data Science expressed like this in the above picture is an idea accepted in 
academia and industry. It’s an intersection of programming, analytical, and busi-
ness skills that allows extracting meaningful insights from data to benefit business 
growth. However, this is used in social research, scientific & space programs, 
government planning, and so on, but this chapter will focus on its application in 
the Business Industry.      

DATA SCIENCE MODEL DEFINITION 

➊ Business Acumen in its purest form means running a Business Enterprise. 
Any business existing to sell its product or services for a profit incurring 
some cost and generally having the functions like HR, Supply Chain, 
Finance, Sales & marketing to support it 

(Continued) 
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➋ Methods, Models, Process are defined as industry and academia proved 
practices that are the backbone to Data Science, including Mathematical 
models, theorems, Statistical methods, techniques, and process 
methodologies likes CRISP-DM, Six-Sigma, Lean, and so on 

➌ Computer Science & IT practice is the full range of hardware, the software 
involved in providing computing for processing data, storage for storing 
and sharing data and networking for collecting and movement. 

➍ When Business Acumen or Knowledge and Models methods process 
come together, it’s classically called “traditional research.” It involves 
using data collected in the business to make dashboards and reports to 
understand the business, plan for its future and make corrections if 
needed. 

➎ Businesses take help from the Computer Science IT practice to help run 
business by building applications, web services, websites or plan IT- 
related strategies like going “digital” or adopting “cloud” based delivery 
of its products & services to serve their customers 

(Continued) 

Figure 1.1 The Data Science model.  
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➏ Machine learning is an idea to analyze data and automate the building of 
data models or algorithms. For example, medical diagnosis, image 
processing, prediction, classification, learning association, regression 
etc. Intelligent systems built on machine learning algorithms can learn 
from past experience or historical data.    

1.1.2 Data in the Business 

“In God we Trust, all others bring data”; this famous quote has been attributed to 
W. Edwards Deming. Deming was heavily involved in the economic reconstruc-
tion of post–World War 2 Japan. He proposed the philosophy to measure and 
analyze with data. This eventually helped in gaining increased performance in all 
areas of business. This philosophy is perfectly viable even today for any business or 
business situation. Leaving experience aside, many businesses seldom know about 
the performance of their business or, even more importantly, how they can im-
prove it further. 

In Industry 4.0, there is one key input or raw material playing the most critical 
role. This raw material is invisible and intangible in contrast to what we can see like 
oil, iron ore, or any physically visible components. It is nothing but “data,” a 
special connection across a connected industry. With apt tools, techniques, and 
technology, companies can use data as their trump card. “Data are becoming the 
new raw material for business,” says Craig Mundie, a senior advisor to the CEO at 
Microsoft and to the former American President Obama. Gone are the data when 
just rows and columns were data. Today everything is data. 

An Industry pioneer was asked, “how do you deal with so much unstructured 
data that is generated through the social media, audio, chats, videos, emails, pic-
tures, blogs posts?”; the pioneer believes that this data is rich in information and 
can be used to mine insights from it to be used to make a business decision. It’s a 
challenge to work on such unstructured data because it calls for skillful hands to 
operate on it. People talk about or vent their feelings on social media. This means 
businesses can quickly gauge the sentiments among people for your business or 
brand. It just gives you an idea of what people out there are talking about you? Is 
there something valuable that you can use to make a course correction to your 
offer, brand, or business? In-store videos are used to generate heat maps to identify 
where people spend more time; this can be correlated with merchandise in those 
spaces, and now merchandise planning can be a lot more planned. A large tech 
giant is using product photographs to identify counterfeit products from real ones. 
Fraud detection is now possible. All of the above examples are big data analysis at 
work. So, there are a lot of possibilities to use unstructured data positively. How 
can unstructured data be paired with structured data to make it richer? How can 
this become a standard in the business are points to ponder over. This presents the 
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business with immense opportunity to know what is happening in the business and 
react quickly to change and go faster to market. 

Using data to prove some of the business decisions being taken gives confidence 
at different management levels to execute their plans, rather than depending on 
purely experience or trial measures. A data perspective provides structure and 
principles that give a framework to analyze any problems and implement a solution 
with confidence. Once industries develop data-analytical thinking, it clarifies the 
misconceptions and enriches the knowledge where they could apply these tech-
niques in various domain topics. 

1.1.3 Types of Data Analytics 

For the given data collected and the business problems identified, numerous analysis 
methods can be identified. The below-mentioned four methods (Figure 1.2) can be 
considered to be generally accepted both by industry and academia alike. 

The Analytics Advancement Model helps define, identify and illustrate what 
these types of analysis mean. In the above model, we can visualize four types of 
analysis possible and show them in terms of complexity of analysis and volume of 
analysis. Volume here means done often. There is no apparent relationship be-
tween volume and complexity. 

Descriptive analysis is termed as the first step in any analytical problem-solving 
project. It is the simplest to perform in the analysis ladder of knowledge. As a 
foundational analysis, it aims to answer the question “what happened?” For ex-
ample, a company selling breakfast cereals through descriptive analysis will find 

Figure 1.2 Analytics advancement model.  
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insight into its sales volume, units, value for a given geography and time period. 
With simple statistics like average sales, maximum sales, and minimum sales, the 
business can identify any trend, patterns, and seasonality in its sales. This will help 
understand what happened in its sales numbers. 

The diagnostic analysis delves a little deeper to answer the question “why it 
happened?” and helps discover historical context through data. Continuing with 
the previous context, the question of “how effective was a promotional campaign 
based on the response in different geographies?” This type of analysis can help to 
identify causal relationships and anomalies in the data. 

Predictive analysis is a little more complicated than the previous two dis-
cussed and answers “what can happen?” meaning looking into the future. The 
results from a predictive analysis should be treated as an estimate of the chance or 
probability of occurrence of that event. Widely used, a few examples are what the 
sales volume will be for the next time period? What is the propensity to buy for a 
new product release? Should I offer a loan to a particular applicant or no? This 
form of analysis uses knowledge and patterns from historical data to predict the 
future. In a world of uncertainty that businesses operate in, this is a very powerful 
tool to plan for the future. 

The prescriptive analysis is almost the other end of the ladder, answering the 
question “how can it happen?” For example, businesses need the advice to un-
derstand the future course of action to take from all the available alternatives based 
on potential return and prescriptive analysis. For example, to achieve the outcome 
of a specific sale, it can suggest an alternative mix of investing in various types of 
promotions or media for advertising. This will be discussed more in-depth later 
with applications in supply chain, sales and marketing, and HR functions. 

1.1.4 Use Cases in the Business 

Businesses have come a long way in investing in groups that specialize only in data 
analytics. This group’s only objective is to fuel the business with insights, decisions, 
and knowledge using data. Businesses have invested in a strong data science talent, 
data infrastructure, tools, frameworks & methodologies, and industry-proven 
techniques. Change is constant, and the data analytics group is no different. They 
also innovate for the future by learning from the data and business problems 
thereby contributing to the bigger picture. 

The banking and retail industries were pioneers in the Data Analytics Era, as 
they were in the digital era. Still, other sectors like manufacturing, telecom & 
communications, hospitality, and more recently public sector and government are 
significantly catching up and starting to using data science techniques. Finance, 
sales & marketing, IT functions that have adopted data science are faster than 
other functions. Figure 1.3 illustrates the various use cases in the business for 
analytics for decision making. 
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1.1.5 Data Analytics Process, Implementation and 
Measurement 

The most important question to ask is how “data analytics” gets implemented in 
Industries? It all starts with a business problem. What are they? Industries collect a 
lot of data. What is the data telling? Are there commonalities that make eyebrows 
raise? Industries operate in an uncertain environment so decision-making is a 
challenge. Can industries forecast or predict the future? Be prepared! Be informed! 
is the key here. With limited resources like time, manpower, and material, how to 
get the best of them? Optimize! is the mantra. Industries cannot water all the roses 
in the garden, group points of data, help identify segments, make plans easier. 

Solving a business problem using data science is a cycle of various tasks 
(Figure 1.4), namely:  

■ Always start with the question, “what is the business issue, problem to solve, 
goal to achieve, plan to support?”  

■ There is tons of data out there; gather the relevant data and prepare it for 
analysis.  

■ Explore the data, know what is data is saying as-is.  
■ Build a model to predict, associate, segment, and optimize as the case 

may be.  
■ Develop dashboard and visualize the results.  
■ Validate the findings with business and correct the findings if any.  
■ With the business teams, deploy the findings and measure results over time. 

Figure 1.4 A typical data analytics process, implementation and measurement.  
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Data analytics is reshaped the way mankind historically was thinking of disaster 
response, business operations, media & entertainment, security and intelligence at 
all levels (Affine Analytics, 2021). The multitude of business exchanges, records, 
images, videos, sounds and signals are not simply being thought of as bits of data 
collected, marked, kept and retrieved, but as a possible wellspring of knowledge, 
which requires advanced analysis techniques that go from simple counts and ag-
gregates to focus on finding relation and connected interpretations of the cir-
cumstance or situation present in the data. 

The enormous collection of data, easily available hardware infrastructure, in-
formation management software, and advanced analytic capabilities have generated 
a celebrated moment in data analysis history. These connected trends mean that 
today mankind has the tremendous capacity and capability needed to analyze 
startling volume, variety, and velocity of data sets fast and cheaper than ever before. 
This body of knowledge is neither theoretical nor trivial. It represents a genuine 
attempt to leap forward and a fantastic opportunity to achieve big gains in effi-
ciency, productivity, revenue, and profitability in any sphere. The business uses 
this to gain information, insight, and infer into its operations and thereby be ready 
to face the future with a bang!! Let us now look at how data analytics is used in 
various industries. 

1.2 Data Science and Its Application in the Healthcare 
Industry 

“Algorithm is the new doctor and data is the new drug,” The “Healthcare Global 
Market Opportunities and Strategies to 2022” report (Business Wire, 2021) shows 
the Global Healthcare market at around $8.4 trillion in 2018, with a 7.3% 
compound annual growth rate (CAGR) since 2014, and estimates to grow at 8.9% 
CAGR to around $12 trillion by 2022. 

One school of thought segments the healthcare market into largely healthcare 
service providers, pharmaceutical drugs manufacturing and distribution, medical 
equipment and supplies and veterinary care (Figure 1.5). 

1.2.1 Data Types Generated in the Healthcare Sector 

The move toward the adoption of technology in the healthcare sector has had a 
tremendously positive impact on the digitization of healthcare of both human health 
conditions and activities. This has created access to a large repository of knowledge 
and information. These milestones have presented various healthcare-related data 
through multiple resources (ETHealthWorld, 2019) like electronic health records 
(EHR), pharmaceutical research, healthcare digital platforms, medical imaging ana-
lysis, genomic sequencing, payer records, wearables and medical devices. Table 1.1 is 
an illustration of data sources in a general healthcare set-up. 
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1.2.2 Analytics Use Cases in Healthcare 

Data analytics is widely used in the healthcare industry today. Predicting the out-
comes for a patient, fund allocation effectiveness and diagnostic technique im-
provement are only examples of how data analytics is transforming healthcare. The 
pharmaceutical industry is also experiencing this transformation through advanced 
analytics like machine learning and artificial intelligence (AI & ML). Drug discovery, 
a time-consuming and complex task with many parameters, is significantly improved 
through AI & ML. Pharma companies have been using data analytics to gain insights 
into their market, sales, consumers, and future predictions. 

Healthcare analytics is used differently by each of its stakeholders. They include 
healthcare practitioners, government, healthcare providers, pharmaceutical com-
panies and patients (Figure 1.6). Here are some use cases where analytics is used or 
in potential use in the industry, discussed by the stakeholder roles. 

The (ETHealthWorld, 2019) healthcare practitioners are interested in clinical 
analytics, which aids in personalizing treatment, monitoring health, consulting re-
motely, and utilizing predictive health analysis to make decisions. Healthcare prac-
titioners include doctors, therapists, caregivers, radiologists, biologists, and so on.      

■ Caregivers can monitor medicine refills for discharged patients through 
comprehensive dashboards and alerts. Analyze daily parameters during 
admission to classify levels of abnormality and predicting the reoccurrence 
of a health problem. It can prioritize critical care.   

■ Using artificial intelligence in medical imaging can classify medical images 
based on their criticality, this can help Radiologists (Dr. Sunil Kumar 
Vuppala, 2020) spend better time with patients rather than on medical 
reports. This will improve workflow where radiology is a key service and 
reduce misdiagnosis due to fatigue or other reasons. 

(Continued) 

Figure 1.5 Analytics in the healthcare ecosystem. 

Source:  https://healthtechmagazine.net/article/2017/04/healthcare-analytics- 
point-providers-patients-need-most-care  
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Table 1.1 Data Sources in a General Healthcare Set-Up     

Data Source Data Generated Data Type  

Electronic records 
of patient’s 
health 

Clinical results, patient medical 
history, medical test results 
and patient prescription and 
diagnosis 

numerical, text 

Clinical records Laboratory results like blood 
reports, tests 

numerical, text 

Diagnostic or 
monitoring 
instruments 

Wide gamut of images (like CT 
Scan, MRI, X-Ray) to numbers 
(like patient vital signs) to text 
report (diagnosis) 

image, text, voice, 
video, numerical 

Insurance claims/ 
billing 

Information on treatment, the 
cost of those services, 
expected payment and level of 
service 

text, numerical 

Pharmacy Information on the fulfillment 
of medication orders 

text, numerical, 
image 

Human resources 
and supply chain 

List of people employed and the 
role they play in the institution; 
resource allocationStock, 
storage and utilization of 
medical supplies 

text, numerical, 
image 

Digital wearables Data generated about human 
vitals and activities coming 
from digital wearables like 
smartwatch, healthcare bands 

text, numerical, 
image 

Clinical trials Results of drug testing, trials 
performed on drugs 

image, text, voice, 
video, numerical 

Healthcare 
surveys/projects 

Samples, clinical records, 
analysis, results and findings 
from focused healthcare 
surveys/ projects 

text, numerical, 
image 

Sales Sales data of medical insurance, 
pharmaceuticals, hospital 
beds, consultations and so on 

numerical    
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■ Data analytics takes claims data, providers’ electronic health records (EHRs) 
and any other piece of information available to help physicians become 
more aware of the patients they’re treating. They need not wait for patients 
to tell everything. This can help doctors learning about high-risk patients.    

Using (ETHealthWorld, 2019) the data of patients, the government can 
identify health patterns and trends and analyze needs in healthcare at various 
geographical levels in a population. It also helps the government to draft health 
policies, identify interventions, plan programs for specific demographics, and 
prepare and respond to healthcare emergencies.      

■ Many health systems rely on government subsidies and support. Analytics 
help governments to have a clear picture of where the money is allocated 
and its reasons. Therefore, reducing the risk of resource wastage or unfair 
allocation of government subsidies.   

■ Health research institutes under the government study to prevent the 
spread of infectious diseases. Studying drug data and clinical trial results, 
and correlating data from pharmaceutical manufacturers, physicians and 
patients to build a model. For example, if a pandemic disease appears in a 
given population, data analytics can help find answers to questions like: 
how the population could get affected? how quickly could it spread? 
Actions that the government should take regarding quarantining an 
affected area, and what steps would be needed to control the pandemic 
before it spreads across the geography?   

■ Several governments also use data analytics to plan for population nutrition 
by promoting crops that help nutrition by season, region and prevalent 
health conditions of people. 

Figure 1.6 Stakeholders involved in healthcare.  
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For healthcare providers, like labs and hospitals, including insurance and claims 
processing companies’ healthcare analytics entails mapping data into a form to 
better understand patients’ health journey and know what contributes to improved 
healthcare outcomes.      

■ Analytics helps understand the historical admission and discharge rates of 
patients helping to analyze the staff efficiency and productivity while able 
to predict and handle the different volumes of patients at a time.   

■ Use data analytics to create consumer profiles, which will now allow the 
healthcare provider to send personalized messaging, improve retention 
and identify strategies meaningful for each individual. They use consumer 
behavioral patterns to draft impactful plans for care and keep their patients 
responsibly engaged through financial and clinical responsibilities.   

■ More than ever, it is now when predictive tools are in high demand with 
hospitals, which are looking to reduce variation in their order patterns and 
supply utilization.   

■ Hospitals are seeking to improve transition and deployment strategies of 
care coordination. Predictive analytics can warn the hospitals and other 
care providers when a patient’s risk factors show a high probability of 
readmission, reducing financial burdens for the patient, hospitals and 
insurance companies alike.   

■ Assess hospital claims and prescription fulfillment data to identify the 
potential for fraud by using predictive analytics to determine and notify at- 
risk claims.    

The pharmaceutical and life sciences companies’ various internal divisions such 
as finance, supply chain, R&D, sales, and marketing are benefitting from advanced 
analytics, AI & ML and using it in the areas of drug discovery, market assessment, 
brand knowledge, customer outreach and engagement.      

■ Companies are currently using modeling to predict clinical outcomes, plan 
clinical trial designs, support the evidence of drug treatment effectiveness, 
optimize drug dosage, predict drug safety, and evaluate if any potential 
adverse event occurrence   

■ It is not easy to release a drug out without an in-depth and rigorous process 
of creating the drug. It has to go through elaborate clinical trials before it is 
finally approved. Every pharmaceutical company must strictly follow this 
process before releasing and administering the drug to the patients. The 
use of data analytics tools, techniques, methodologies and algorithms 

(Continued) 

14 ▪ Big Data Applications in Industry 4.0 



companies can shorten the time to go to market for the drug. Data analytics 
has played a significant role in developing a super effective, highly 
productive and impactful R&D pipeline.   

■ Healthcare analysts in these companies scrub both structured and 
unstructured data, including data coming from social media, text messages 
and pair that with classical tabular data to generate useable insights and 
work toward bringing better health outcomes for all stakeholders involved 
in the process.    

Health data can encourage patients to be very proactive and involved in their 
care process. This is in a different point of view from the classical approach where 
doctors have the control and make the decisions.      

■ Digitalized periodical health, clinical and personal nutrition reports give 
individuals access to their health at their fingertips. Many healthcare apps 
have made this possible and empowered individuals to be even more 
focused on their health.   

■ The patients who are suffering from high blood pressure, asthma, migraine 
or other severe health problems, doctors can observe their lifestyle and 
bring changes if necessary through the data collected via wearable health- 
tracking devices.    

1.2.3 Future and Challenges 

Though data analytics has evolved and major health advantages are reached, there 
remain several challenges. First, large amounts of data produced remain in various 
decentralized systems that are accessible easily. Another challenge to conquer is the 
opposition of healthcare professionals against technological changes fearing risk or 
replacement. Information systems in the healthcare industry as a whole were not 
designed with analytics in mind to “get the data out” from it is not easy. The IT 
community in the healthcare system has not standardized these systems or their 
performance indicators. Within a given clinical information system, they are free to 
define their own data structures and standards for treatments and often do. Sharing 
and exchanging data through standard data formats requires a strong regulation in 
place and increases interoperability, privacy protection, and healthcare data exchange. 
Healthcare for analytical and research purposes is not created equal, needing stan-
dardization and quality improvement. Finally, data may be in a clinical narrative, 
images, and diagnosis as text that is more difficult to mine, requiring specialized 
talent and algorithms to bring them to a usable format. 
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The above challenges are wonderfully captured in this future-looking quote by 
Dr. Devi Shetty – nicknamed the Henry Ford of heart surgery, a renowned cardiac 
surgeon and entrepreneur who believes developments such as computerized di-
agnoses and technicians doing the work of highly trained medics are just around 
the corner. He said, “Five to 10 years down the line, it will become mandatory for 
doctors to take a second opinion from the software before reaching the final diagnosis. 
This software will make doctors more efficient.” 

In the midst of the above-mentioned challenges, the future is brighter. Personal 
care, self-monitoring is becoming more and more popular. Today, individuals have 
access to enormous valuable health information, and, as a result, they have per-
sonally become involved in seeking information and improving their health. 
Market statistics say there are around 400,000 health apps that monitor a variety of 
personal health data like blood pressure, heart rate, sleep patterns, calory con-
sumption, physical activity, cholesterol levels, and blood glucose among other 
parameters. This self-monitoring behavior is only set to increase, become more 
accurate, and alter the way how healthcare will be delivered. 

1.3 Data Science and Its Application in the Retail  
and Retail E-Commerce 

Global retail sales are projected to reach around $30 trillion by 2023, with a flat 
growth rate of about 4.5%, while retail e-commerce is projected to grow to $6.54 
trillion by 2023. By 2023, the share of retail e-commerce will account for 22% of 
total retail sales. In this section, we will look at both the retail and retail e- 
commerce industries together. 

In the market today, being customer-centric is everything. It demands that 
businesses stay a step ahead of their customers. Retail data gives information and 
insights to the retailers needed to stay valuable, ahead, and competitive. Thus 
making the retailers more informed about their customers and their behavior, 
habits, needs, wants, and spending patterns (Figure 1.7). This will enable the re-
tailers to create a strong innovative retail experience for their customers. Retail data 
can analyze its customer data and segment them based on spending, demographics 
and behavior thus knowing which products sell are popular and in demand. This 
will help to make decisions and plans for products to promote. 

1.3.1 Data Types Generated in the Retail and Retail  
E-Commerce Sector 

Retail data is collected in raw form from several sources. Sales data comes mainly from 
point of sale (POS) or transaction systems, and this is a key source of data. However, 
additionally rich and valuable data is also generated from inventory, operational, 
campaign management, customer relationship management (CRM), supply chain, 
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and partner relationship management (PRM) systems (Table 1.2). When analyzing, 
for decision making in retail, generally all of them or multiple parts are considered 
together. Retail e-commerce data is available through click stream, order, shipment 
management systems, logistics, supply chain and vendor systems. E-commerce col-
lects much richer demographic data as compared to a traditional retail-like phone, 
email, physical address, IP addresses, and so on (pwc publications, 2016). 

1.3.2 Analytics Use Cases in Retail and Retail E-Commerce 

In this hyper-connected, information-driven era, data and data analytics are occu-
pying a pivotal role in measuring and tracking growth and steering strategies for 
sustainable, profitable growth in the sector. Advances in digitization are swift, and the 
resultant changes in the behaviors of the consumer have the retail business redefine its 
operating model and its value proposition. While brick and mortar or physical retail 
is still a large share of total retail; its online counterpart continues to exhibit ac-
celerated growth. Leading retailers have merged both their online and physical di-
visions such that the same teams oversee merchandising, planning and marketing for 
their physical stores and online businesses. Customers who like to shop in physical 
stores can now browse products and place orders on mobile devices, which then they 
can pick up their ordered products from a designated collection point. Analytics is 
assisting retailers to improve their profitability by enabling data-driven decision 
making for both their in-store and digital operations alike. Retail analytics can be 
studied with the help of the framework given in Table 1.3. 

Figure 1.7 Analytics in the retail and e-commerce ecosystem. 

Source:  https://www.comtecinfo.com/rpa/predictive-retail-analytics-use/  
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Table 1.2 Data Details of Retail E-Commerce Sector     

Data Source Data Generated Data Type  

Customer data General data – Demographic 
details like name, age, address, 
IP address, phone, email, 
family members; Loyalty 
program data – status, program 
number 

numerical, text, 
image 

Sales Detailed attributes of a: Product 
– name, brand, level, category, 
bundle, manufacturer; Price – 
list price, discount, sale price, 
promotion; Geography – city, 
store; Measure – units, value, 
volume 

numerical 

Inventory Incoming stock, stock in-store, 
stock out rate 

image, text, 
numerical 

Logistics, supply 
chain 

Delivery schedule, shipment, 
transport carrier, packaging 
details 

text, numerical 

Clickstream (retail 
e-commerce) 

Onsite traffic metrics, IP 
address, record of every single 
click on the website, login 
details 

text, numerical, 
image 

Human resources List of staff who are assigned to 
various tasks/units of the firm 
and their role. Attendance, 
timesheets 

text, numerical, 
image 

Promotions Type of promotion, promotion 
material, duration, location, 
level, sponsor, budget; Email 
engagement attributes; Social 
media engagement attributes 

numerical, 
image, text 

Pricing & discount Unit price, vendor price, profit, 
sale price, trade price, discount 
rate, discount level 

numerical 

Store surveillance Store videos collected for 
surveillance 

text, numerical, 
image, video 

Surveys, house 
panels 

Customer satisfaction surveys, 
house panel to measure 
consumption 

numerical, text    
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Table 1.3 Framework to Study Retail Analytics    

Area of 
Application 

Analytics Use Case  

Sales and 
marketing 

Sales and demand forecasting using time series modeling 
are always necessary to understand the future and plan for 
it in the present. This will help businesses to optimize stock 
purchase, plan staff and promotions using predictive 
modeling. Retail companies both offline and online 
businesses want the Customer Lifetime Value (CLV) to plan 
personalized communication for those customers. In the 
same manner, supplier value is also equally important and 
predicting that will allow promoting high valued suppliers   

Using text mining and natural language processing (NLP) 
firms conduct e-commerce review analytics to understand 
the sentiments of customers. Even customer satisfaction 
surveys or now social media posts/tweets can be a rich 
source to use for sentiment analysis   

Using advanced clustering techniques retail companies 
now can develop and measure micro segmentations from 
price, store, customer and product data and ( Ramesh 
Ilangovan, 2017) create multiple what-if scenarios for 
various clusters. This process helps identify optimal clusters 
to help improve planning, decision-making, and execution.   

Attribution modeling helps retailers understand how to 
optimize their marketing spend based on how customers 
reach and navigate through their sites. Dynamic pricing has 
been a go-to methodology to push retail sales, especially in 
intensely competitive segments like electronics. Using 
internal factors like supply, sales goals, margins, etc. and 
external factors like traffic, conversion rate, popularity of 
the products, etc. to build optimized pricing models such as 
price elasticity and ensemble models, product prices 
increase or decrease based on market situations. 

Merchandising Using predictive and prescriptive analytics to improve 
merchandising, which product where and when within the 
store with respect to demand patterns can be identified. 
This means assortment varies from one store to another.  

Association rule mining and Recommender algorithms tell 
a retailer what customers are buying together. This will 
help retailers place such products, categories next to one 
another or in websites that offer those products as a 
bundle or recommend the next product as a pop-up. This 
helps in promotion planning and pricing. Deep learning 
techniques are used by online retailers to identify and stop 

(Continued) 
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Table 1.3 (Continued) Framework to Study Retail Analytics    

Area of 
Application 

Analytics Use Case  

fraudulent suppliers/sellers who sell defective, counterfeit 
products online which is an illegal activity. 

Supply chain 
and logistics 

In e-commerce business models, learning about returns is 
key because returns is a cost to the company. Using 
predictive analytics companies are now able to predict 
returns and also financially and logistically plan for it. 
Using optimization techniques, vehicle routing is planned 
for logistics and product delivery such that cost of 
transport is low and efficient reach to the location. This is 
sometimes absolutely required to meet delivery SLAs 
promised to the customer.  

Pricing optimization models are used to understand where 
and when to buy products from vendors. Today’s retailers 
have a global model in sourcing and these pricing model 
allow them to get a good bargain on sourcing by 
combining it with demand forecasting data. Warehouse 
planning is another key decision and a backbone to the 
entire supply chain planning. Availability of space, 
distances to vendors, stores, closeness to highways, size of 
the warehouse are some key inputs into a warehousing 
optimization model. 

Store 
operations 

Using optimization techniques and location data 
companies can plan to optimize the mix of physical and 
online locations or to identify new store locations and plan 
franchise territories. Strong descriptive analytics resulting 
in a highly efficient dashboard for retail company 
management to understand store wise performance can 
help bring the right intervention for growth. There are 
thousands of stock-keeping units (sku) in a store both 
online or offline, optimization techniques are used to 
identify how much and what inventory to buy and stock or 
sell. Simple descriptive analysis dashboard to understand 
stock out scenarios and using predictive modeling be able 
to predict the stock-outs help in inventory planning for 
such items in store. Through IoT devices, cameras, and 
website navigation data is collected of customer 
movement with a store applicable both offline or online. 
This data is paired with advanced deep learning and 
computer vision analysis to optimize store layout, enhance 
merchandising, assess product performance, and improve 
customer experience.    
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1.3.3 Future and Challenges 

New technologies (Datarade, 2020) like big data, artificial intelligence, machine 
learning, cloud infrastructure, new-age retail practices like 100% outsourced supply 
chain, e-commerce delivery, food-tech companies, mobile phone retail, QSRs and so 
on are on the move today. The most important question to be asked now is “why 
traditional companies have failed to keep pace with these modern developments?” 
Managers in these traditional companies continue to be doubtful about the claims 
made by these revolutionary technologies and often claims that they are greatly ex-
aggerated. The knowledge of data analytics is often confined at most times to re-
porting and business intelligence. The few vendors of analytics who could have 
bridged this gap, in turn, lack business knowledge and understanding of challenges 
faced by retailers of today and are unconvinced about analytics application in their 
business beyond just tactics. 

The party to retail business, “the customer” cannot (forbes, 2018) be seen as 
single community, but several communities across geographies are disparate in 
their habits and culture and expanding every day. The competition in the retail 
space is now not restricted to the neighborhood store, but many channels as mobile 
and web expand. Many me-too retailers imitate the more successful retailers, who 
were the early adopters of analytics, but only half-realizing its full benefits. 

Finally, increasing conflict on pricing, discounts and range between traditional 
retail, e-commerce and modern retail is increasing pricing and margin pressure on 
companies as they juggle their volume growth ambitions with prices and margins, 
while trying to build their “Omni” presence across channels seldom realizing 
importance of each (Ramesh Ilangovan, 2017). While the end consumer may be 
benefitting in this conflict through lower prices, the pressure on margins across the 
value chain continues to grow. This makes us ask “Will analytics be the answer?” 

1.4 Data Science and Its Application in the Banking, 
Financial Services and Insurance (BFSI) Sector 

According to most of the studies conducted, out of the huge amounts (~2.5 
quintillion [1018] bytes of data) of financial data collected nearly 85% of them 
were created in the last two years only. Further, with the continuous increase in the 
adoption of mobile technologies and IoT, the scale of data was expected to grow 
exponentially as stated above. 

Due to the increasing and changing customer expectations and the in-
creased competition of Fintech players, the financial services sector can simply 
not permit itself to leave those huge amounts of data unexploited (Joris Lochy, 
2019). It is thus better for banks and insurers to leverage data science to maximize 
customer understanding and gain a competitive advantage (Figure 1.8). 
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1.4.1 Data Types Generated in the BFSI Sector 

Banks have huge amounts of data from customers in the form of their payments 
done online, customer profile data collected for KYC, deposits/withdrawals at 
ATMs, purchases at point-of-sales and others, but these all are not linked and 
hence at times not able to ( Joris Lochy, 2019) utilize these rich data sets 
(Table 1.4). This while the financial services industry has been investing heavily for 
more than a decade in data collection and processing technologies (such as data 
warehouses and business intelligence) and is one of the forerunners in investments in 
data science areas. 

1.4.2 Analytics Use Cases in BFSI  

1. Identifying the change in customer behavior for personalized service:  
i. With digital usage, increasing more customer data is captured easily, 

which was not the case during the in-person nondigital era. These 
captured data points could be leveraged for building a personalized 
service that was present during the in-person connects.  

ii. Customers are comfortable using digital mediums for their bank 
transactions and purchases of stocks. Customers search using their 
mobile devices before buying any stock or products, and these footprints 
are also digitally captured. Now, the financial sectors are also reaching 
out to the customers via social media channels and selling their pro-
ducts/insurance premiums.  

iii. Now the stage has reached wherein the customers have expected more 
personalized and right information for their specific interest needs, than 
a generic recommendation. By integrating multiple data footprints of 
the specific customer along with like-minded customer data, this could 
be achieved.  

2. Generate cross- and up-selling opportunities (Joris Lochy, 2019) 

Figure 1.8 Analytics in the banking, financial 
services and insurance (BFSI) ecosystem. 

Source:  http://fusionanalyticsworld.com/ 
social-media-analytics-bfsi-part/   
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i. Through notifications, customer call agents or web ads, cross- and up- 
selling could be generated which is based on individual behavior of the 
customer.  

ii. Customer is self-buying a bond on the stock market, this shows that it’s 
a knowledgeable customer and would be open to the product: an up- 
selling opportunity for similar structured notes’ basic info need not be 
explained.  

iii. It is easier to understand about the customer that he does not have a 
home yet and is currently located at a house for sale, which helps to a 
selling opportunity for mortgage. These information could be obtained 
through the geo-location information and the public information or 
advertisements on the houses for sale. 

Table 1.4 Data Details of BFSI Sector     

Data Source Data Generated Data Type  

Customer data General data – Demographic 
details like name, age, address, 
IP address, phone, email, family 
members Loyalty program data 
– status, program number 

numerical, text, 
image 

Product portfolio 
information 

Credits, accounts, payments, 
securities, insurances… 

Numerical, text 

Clickstream 
(Banking site) 

Onsite traffic metrics, IP address, 
record of every single click on 
the website, login details 

text, numerical, 
image 

Human resources List of staff who are assigned to 
various tasks/ units of the firm 
and their role. Attendance, 
timesheets 

text, numerical, 
image 

Promotion details Type of promotion, promotion 
material, duration, location, 
level, sponsor, budgetEmail 
engagement attributes 
Social media engagement 
attributes 

numerical, 
image, text 

Pricing & discount Unit price, vendor price, profit, 
sale price, trade price, discount 
rate, discount level 

numerical 

ATM surveillance ATM videos collected for 
surveillance 

text, numerical, 
image, video    
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iv. Customer (Joris Lochy, 2019) modifies certain customer information 
(e.g. change of address due to move/relocation, change of civil status, 
e.g. following a wedding): selling opportunities for loans (e.g. mortgage, 
car loan) or insurances (home insurance, car insurance).  

3. Helping with managing customer risks:  
i. Cyber fraud prevention can be addressed by continuously assessing the 

outliers or fraudulent transactions with restrictions and additional mea-
sures of security as required. These techniques would be useful for both 
physical money at branches as for the overall liquidity management of the 
bank/insurer.  

ii. Credit risk management improve the credit models at regular intervals 
based on customer patterns separately for private and corporate custo-
mers, thus having to improve credit scoring too. The models could help 
in deriving new rules, once the machine understands the data pattern, 
and this data can also be used to better manage the collateral of credits, 
thus also reducing credit risk for the bank.  

iii. Fraud detection for insurance: Many frauds happen during the claims of 
insurances; a good mechanism to identify these common fraudulent 
practices would help in managing the risks. Common past fraudulent 
data, sensor data, image of accident impact, etc. could help in guiding 
the adjudicator with the right estimate and reduce in insurance frau-
dulent claims. 

1.4.3 Future and Challenges 

New-age digital source data like the IoT data (e.g. sensors in home, equipments) in 
combination with the legacy old data sources (like transaction history, reports of 
companies) has a completely difficult task. Special care must be given to new data 
formats and data types because the underlying data structure changes may not be 
easily or readily updated on the trained models. The data privacy and intrusion, 
along with personalized services, are provided based on customer-specific data and 
their transactions, which is a fine line between being intrusive and helpful. 

1.5 Statistical Methods and Analytics Techniques  
Used across Businesses 

Statistical methods and analytics techniques help us systematically apply them to 
(Simran Kaur Arora, 2020) describe the data scope; modularize the data structure; 
condense the data representation; illustrate via images, tables and graphs and 
evaluate statistical inclinations and probability and to derive meaningful conclu-
sions. These analytical procedures enable us to induce the underlying inference 
from data by eliminating the unnecessary chaos created by the rest of it. 
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These methods and techniques can be applied to analyze different styles of data 
like qualitative, quantitative, image, voice or speech, videos and text. Qualitative 
data mainly answers questions such as “why,” “what” or “how.” Each of these 
questions is addressed via quantitative techniques using scaling. Quantitative data 
is just numbers either point or with decimals. Now, data collection has evolved and 
so its analysis. Social media presents to us rich text-based data that is converted into 
numbers before analyzing. Images used for classification or recognition are con-
verted into numbers based on color and pixels and then used for analysis. Video is 
nothing but multiple frames of pictures that are treated similar to images. Sounds 
and speech are converted into waves and frequency and that can, in turn, be 
converted into numbers before analysis. 

There are numerous techniques to analyze data depending upon the business 
problem or question at hand, the type of data and the amount of data collected 
(Michael, J. A. Berry et al., 2011). Each of these techniques focuses on mining data, 
identifying meaningful information, deriving insights and transforming them into 
decision-making parameters. 

In further sections, discussion will revolve around focused statistical methods 
and analytics techniques used in different functions of the business namely sales 
and marketing, HR and supply chain. 

1.6 Statistical Methods and Analytics Techniques Used 
in Sales and Marketing 

Sales and marketing are two business functions within an organization – they both 
lead generations and revenue along with creating an impact. The term sales refers 
to all activities that lead to the selling of goods and services. And marketing is the 
process of getting people interested in the goods and services being sold. Marketing 
informs and attracts leads and prospects to the business or product or service. Sales, 
on the other hand, works directly with prospects to reinforce the value of the 
company’s solution to convert prospects into customers (Figure 1.9). The fun-
damental distinction between the two departments is that the marketing depart-
ment’s efforts cost the organization expenses, whereas the sales department 
generates revenue to the company. 

1.6.1 Data Types Generated in Sales and Marketing Function 

Sales data is usually information used to manage sales and key trends around the 
pipeline. The data may concern from market to opportunities and deals to the 
third party to actual sales performance. Marketing data as shown in Table 1.5 
encompasses data collected from leads, spends for campaigns, advertising, branding 
and can be used to improve product development, promotion, sales, pricing, 
distribution and related strategies (Simran Kaur Arora, 2020). 
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1.6.2 Statistical Methods and Analytical Techniques 

As defined by SAS, 

Marketing analytics comprises the processes and technologies that 
enable marketers to evaluate the success of their marketing in-
itiatives by measuring performance using important business me-
trics, such as ROI, marketing attribution and overall marketing 
effectiveness. In other words, it tells you how your marketing pro-
grams are performing.  

Unlike marketing, sales have always been number-driven and now with the ex-
plosion of data and computational power; sales analytics has become central to any 
large sales organization. So, what is sales analytics? Sales analytics is the process 
used to identify, model, understand and predict sales trends and sales results while 
helping in the understanding of these trends and finding improvement points. The 
best practice is to closely tie all activities to determine revenue outcomes and set 
objectives for your sales team. 

Sales and marketing analytics are essential to unlocking commercially relevant 
insights, increasing revenue and profitability and improving brand perception. 
With the help of the right analytics, you can uncover new markets, new audience 

Figure 1.9 Analytics in the sales and marketing ecosystem. 

Source:  https://talkinginfluence.com/2019/12/12/improve-influencer-analytics/  

26 ▪ Big Data Applications in Industry 4.0 

https://talkinginfluence.com


Table 1.5 Data Details of Sales and Marketing     

Data Source Data Generated Data Type  

Market share/size Mostly data from syndicated 
research studies or 
secondary sources of data 
collected by internal teams  

numerical, text, 
image 

Quote & config All quotes given to customers/ 
channel partners during 
opportunity stages 
(before sale) 

numerical, text 

Campaign 
management 

All sales and marketing 
related campaign data like 
budgets, programs, 
expenses, program details 

image, text, 
numerical 

Compensation Both Channel Partner and 
Sales persons’ compensation 
details like target, 
achievement variable pay 

numerical 

Partner relationship 
management (PRM) 

All information about a 
contracted past, prospective 
and current partners. Also 
called Master data of channel 
partners. Should contain 
demographic and contact 
data. Often stored in PRM 
systems 

text, numerical, 
image 

Customer relationship 
management (CRM) 

All information about a 
company’s past, current and 
prospect customers. Also 
called Master data of 
customers. Should contain 
demographic and contact 
data. Often stored in CRM 
systems 

text, numerical, 
image 

Contracts Lists of all contracts signed by 
the company with its 
partners and customers to be 
used for sales and marketing 
purpose 

text, numerical, 
image 

(Continued) 
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niches, areas for future development and much more. Figure 1.10 shows the 
possible statistical methods and analytical techniques used in sales and marketing. 

Sales and marketing analytics comprises analytics for each silo and at various 
levels including at a strategy level, sales function, marketing function, consumers 
and partners and not to leave out the sales representatives themselves.  

1. Sales and marketing strategy – Analytics supporting sales and marketing 
strategy are today part of every analytics CoE. They are generally done at a 
corporate level and analysis provided at a geography, business unit, customer 
segment and sometimes product level too. It all starts with knowing the 
market size and of the most popular analytical techniques is TAM (total 
addressable market), which is a funnel-like analysis to identify and quantify 
the overall opportunity in the market that the business can address. In a 
more mature business generally White space analysis is done to bridge gaps 
with a new product, service release. Knowing your competitor and their 
strategies is like half the sale done. Win–Loss analysis using text mining from 

Table 1.5 (Continued) Data Details of Sales and Marketing     

Data Source Data Generated Data Type  

Digital click stream Data generated from the 
company’s website, social 
media, software, knowledge 
management and campaign 
related web pages 

text, numerical, 
image 

Pipeline/opportunity/ 
deals 

Mostly part of a CRM system 
will contain sales leads or 
opportunities 

text, numerical 

Third party Data used to enrich data from 
internal transaction systems, 
mostly syndicated studies, 
surveys 

text, numerical, 
image 

Sales Actual sales performance by 
product, customer, 
geography for a time-period 
and a measure like value, 
volume or unit. Should be 
available in the company’s 
Order, Shipment and 
Revenue management ERP 
systems 

numerical    
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salespersons’ comments from CRM systems is a wealth of information in the 
hands of the business to plan a competitive attack. Price wars are everywhere, 
especially with the rise in e-commerce business. At what price will the cus-
tomer stop buying? How elastic is my price for a product? Are questions 
answered from price elasticity analysis? Price-sensitive industries have a full 
pricing analytics team to feed business teams with decision-making insights.  

2. Marketing analytics – Marketing analytics can be divided into analytics done 
on above the line (ATL) and below the line (BTL) activities. “ATL” meaning 
that the strategy is going to be deployed around a wider target audience, e.g. 
television, radio or billboards. ATL is most applicable when a product is 
directed at a broader spectrum of consumers. With so many options and 
limited resources where to focus most to maximize RoI question is answered 
using marketing mix modeling, sometimes media mix modeling thanks to 
the tech burst and the rich availability of media platforms today. While 
“BTL” strategies are going to target a specific group of potential consumers 
using tools like direct emailing or direct product demonstrations. Test 
control analysis, promotion effectiveness techniques drive the use of the right 
technique for the right product for the right audience.  

3. Sales analytics – sales analytics can be understood using the sales towers 
starting with qualified leads called opportunities where win/loss analysis 
through ensemble techniques are used to predict which opportunity will win 
and optimization techniques used to identify where to spend time and 

Figure 1.10 Statistical methods and analytical techniques used in sales and 
marketing.  
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available funds. During quoting its always measuring and identifying op-
portunities for attaching meaning for every value of the main product sold 
what can be attached with that thereby increasing the overall bill value. A 
salesperson’s time, funds and other resources are limited using which max-
imizing revenue is the key, so forecasting sales, possible trend and seasonality 
are very critical for businesses to better plan go to market strategies. 
Businesses use time series forecasting techniques or regression techniques for 
this depending on the criticality and data availability. After-sales predicting 
annuity sales like renewals in insurance, financial products or cross-sell/up- 
sell possibilities is an important fuel for growth. The propensity to buy 
during a sales campaign offer will tell businesses to give offers for that work.  

4. Consumer analytics – Many book articles combine customer analytics with 
sales or marketing analytics, but there is significant merit to call it out se-
parately thanks to its drive and importance. Understanding consumer seg-
ments help in driving focused sales or marketing strategies. Unsupervised 
techniques are used to group customers and then profile them to understand 
them deeper followed by building targeted campaigns for them. Any product 
launch or upgrade that happens in the business is oftentimes followed with a 
propensity to buy a predictive model to target the highest-scoring consumers. 
This will help skim the market and realize quick sales. Acquire, build and 
retain consumers is the strategy of a growing business, so they focus on 
predicting customer lifetime value (CLV). CLV means loyalty to the business 
defined by purchase, repurchase and referral to other consumers. Another 
business question on why has a particular customer not purchasing is an-
swered via churn analytics. Businesses need to know if a customer will churn 
and when are they likely to churn? Such that an intervention strategy or 
program could be designed to this target.  

5. Partner analytics – With a significant share of businesses depending on the 
channel for their sales, partner-focused analytics are gaining importance. 
Businesses mine data from their PRM systems to segment their partners based 
on their value to the business using Recency, Frequency, Monetary technique 
or other unsupervised techniques like K Means. Onboarding a partner into the 
business requires a contract and legal clearances. With go-to-market pressures 
analytics teams often find analytics to their rescue to identify opportunities to 
reduce onboarding turnaround time (TAT) using simple descriptive statistic 
techniques. It is better to stop sales fraud before it occurs; predictive analytics 
techniques like logistic regression and artificial neural networks are used to 
predict if a sales deal is likely to turn into a fraud one.  

6. Sales representative analytics – Businesses want their sales representatives to 
spend most of their time meeting customers and spend time in selling. 
Analytics teams in the sales operations often conduct time spent analysis to 
benchmark their sales representatives and their time spent on sales-related 
activities with that of the industry. 
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1.6.3 Future and Challenges 

Over the years, as businesses expand into digitalization, the need for advanced 
targeting and tracking is becoming the main focus of sales and marketing in-
itiatives. With the higher demand for efficient analytics solutions, the challenges 
started to rise. 

The new technologies were typically deployed in isolations, and the result was a 
huge set of tools and platforms of a disconnected data environments. There were 
always be instability and mismatching results coming from the different platforms 
causing data discrepancies. At the end of the day, you will be facing the issue of 
which data source is the most reliable for analysis leading to decision making. Each 
business has its own technology stack and infrastructure therefore connecting in-
ternal company sales and marketing data with online data is sometimes one of the 
biggest challenges for marketers. Businesses should establish a strong privacy policy 
to address legal and ethical concerns for sales and marketing data, analytics and its 
implementation. Privacy laws like GDPR and other issues may affect some in-
dustries more strongly than others. 

1.7 Statistical Methods and Analytics Techniques Used 
in Supply Chain Management 

By the end of 2010, most of the companies had integrated all of their own and 
external resources available in the market. This integration has enabled their 
working pattern of a system for any quick response to the needs in the market. 
Creating a visualization dashboard to help in taking some quick decisions for ad 
hoc solutions has been made possible and such a system is referred to as supply 
chain management (SCM) system (Figure 1.11). 

In this decade, the advancement in the supply chain field has been driven 
through implementing advanced analytics (data science) methods like time-series 
forecasting, route optimization techniques and hierarchical structuring. Business 
decision makers are now able to understand the fact on how data science is 
helping their companies to make the right decisions at the right time saving 
millions of dollars. 

1.7.1 Data Types Used in the SCM 

The supply chain is a great place to apply analytics for gaining a competitive 
advantage because of the uncertainty, complexity, varied data sources and the 
significant role it plays in the overall cost structure and profitability for almost any 
firm (Table 1.6). 
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1.7.2 Analytics Use Cases in SCM 

A supply chain management is a network of multiple businesses and relationships. 
Supply chain users need to be aware of the benefits given by the data analytics for their 
operations. Some of the key areas of SCM where data science plays a vital role are:  

1. Demand prediction: Demand forecasting is essential in planning for 
sourcing, manufacturing, logistics, distribution and sales, which are is done 
in various forms in the past decade; with the advent of data science, it is 
becoming more effective and easier to handle these. In the current stages, 
firms are even starting to predict the demands for new products that are yet 
to be launched too this is helping in decisions like manufacturing, pro-
curement planning and strategizing the OEMs. There is huge volatility in 
demand, which causes problems in the entire supply chain from supply 
planning, production and inventory control to shipping, hence it’s chal-
lenging and equally important to forecast helping in planning at every level 
in the organizations, regions, stores, etc.  

2. Optimal route identification: Route optimization is a very important factor, 
and it is more than just identifying the shortest route from point A (source) 
to point B (destination). For a perfect route optimization to handle the flow 
of supply chain and control it efficiently, the following are to be adhered to:  

i. planning to be done to manage the entire fleet;  
ii. set processes and adherence to them; 

Figure 1.11 Analytics in the supply chain management ecosystem. 

Source:  https://medium.com/o4s-io/how-supply-chain-analytics-can-transform- 
business-2fc9e16bc9ac  
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iii. Real-time traffic information updates, helping to change the route 
directions;  

iv. Foresee and flexibility to handle any ad hoc situations. 
Already many works have been proceeding in the above-mentioned area, 
and some have also reached advanced stages during this decade.  

3. Space/inventory optimization: It’s a trade-off between how many items to be 
stocked to handle the supply-demand effectively. Challenges faced in the 
decision could be out of stock, over dumped stocks, planning of space uti-
lizations. A better understanding of the moving/non-moving items, cost 
benefits. With the right data points in hand, we could easily maximize the 
space utilization thereby improve productivity with an increase in profits.  

4. Consignments track and trace: Each of the consignments is now attached 
with unique bar codes and using a proper RFID reader, complete info is 

Table 1.6 Data Details of SCM     

Data Source Data Generated Data Type  

Supplier 
provided data 

General data – Demographic 
details like name, age, address, IP 
address, phone, email, family 
members 
Loyalty program data – status, 
program number,  

numerical, 
text, image 

Transactional 
sales data 

Detailed attributes:  
Product – name, brand, level, 
category, bundle, vendor/ 
manufacturer  
Price – list price, discount, sale 
price, promotion  
Geography – city, store  
Measure – units, value, volume 

numerical 

Public open data GPS tracking data - Vehicle info, 
route details 
Government data – Policy info, 
guidelines details 

text, numerical 

Third-party/OEM 
proprietary data 

Incoming stock, stock in-store, 
stock out rate 

numerical, 
text, image 

Logistic data Delivery schedule, shipment, 
transport carrier, packaging 
details 

text, numerical    
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retrieved which could track and identify where the consignments are cur-
rently in transit. But just providing this info is just one stage, but currently, 
companies are using this and understanding better various stages in the 
complete SCM logistics cycle and optimizing the cycle time that is taking 
longer than expected. 

1.7.3 Future and Challenges 

To maintain the quality of customer service, the challenge is to adapt to a fast- 
changing environment and the delays during transit, probably due to unforeseen 
challenges. Finally, in the complete SCM cycle, data science is helping to under-
stand and create transparency in the complete flow. This is also helping to set 
correct SLA and adhere to them to have increased inefficiency in the processes 
involved, thereby increasing customer satisfaction. 

1.8 Statistical Methods and Analytics Techniques  
Used in Human Resource Management 

In the current digital era, it is now evident that the HR team should use the available 
tools to aid in their core activities – whether it is talent acquisition, resource opti-
mization, training & development or employee payments (Figure 1.12). Data science 
in HR is used for effective improvement in overall employee performance who have 
several open questions:  

■ How can we acquire the right talent? How can we decide which profiles are 
right for the job description?  

■ How can we identify the highly skilled people and retain them?  
■ How can we retain and engage our top talent?  
■ How can we leverage social network data for human resources operations? 

1.8.1 Data Types Generated in Human Resource 
Management 

HR analytics is the process of addressing a strategic HR concern using HR data 
(and business and external data if necessary), thereby identifying the HR issues and 
further preparing a subsequent action plan. Table 1.7 shows the data, data type and 
data source relevant to human resource management. 
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1.8.2 Analytics Use Cases in Human Resource Management  

1. Employee profiling and segmentation  
i. All employees are not similar; their career planning/benefits should be 

on a case by case basis, hence there is a need to understand the exiting 
workforce better. 

Figure 1.12 Analytics in the human resource management ecosystem. 

Source:  https://www.peoplematters.in/article/hr-analytics/workforce-analytics- 
how-mature-are-organizations-13135  

Table 1.7 Data Details of Human Resource Management     

Data Source Data Generated Data Type  

Employee data General data – Demographic details 
like name, age, address, IP address, 
phone, email, project details 

numerical, text 

Behavioral data Detailed attributes, Performance 
details, previous ratings, payroll info 

Numerical, text 

Social media data Social Engagement data, sentiment 
index data, campaigns data 

text, numerical 

Third-party/OEM 
proprietary data 

In-premises camera video data image, video    
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ii. Understand the demographics, skills, educational background, experi-
ence and designation, and all these can be combined with information 
on each roles and responsibilities.  

iii. This would help in coming up with planned targeted programs for each 
segment profile and help in achieving better relationship and higher 
satisfaction from employees.  

2. Employee attrition model  
i. Employee attrition is a major issue, as this has various other impacts like 

high financial costs, productivity losses, negative impact on customer 
service, loss of expertise, loss of business opportunities, job dissatisfaction 
of remaining employees and a bad image of the organization.  

ii. Devise a retention strategy for potential churners. To identify potential 
churners, we need a predictive model that can assist us with this.  

iii. The model can help in determining future possibilities and reducing 
employee turnover if desired. KPIs such as employee satisfaction, staff 
advocacy, etc. are helpful in this analysis.  

3. No shows – post-offer roll out  
i. To estimate the employees joining probability, post-offer role out. A 

plan should be devised accordingly to reduce the no-show percentage.  
ii. Use the existing no-show data and accepted offers data across various skill set, 

job roles and experience to understand if there is any similar pattern or trend.  
iii. Once there are some identical patterns, we could validate and devise a 

proper mitigation plan to help reduce the no-shows.  
4. Employee sentiment analysis  

i. Healthy presence on social media platforms via running campaigns, 
posting ideas, shouting achievements and initiatives increases the social 
HR brand for employees to follow and employers to measure.  

ii. Social identification for potential candidates and understanding resource 
profile. Empowering with an additional information. 

iii. Helps to define and manage social engagement with employees, accu-
rately measuring sentiment and understanding each employee’s social 
sentiment index. 

1.8.3 Future and Challenges 

Being transparent is better, and one way to achieve this is to have the correct data in 
front during discussions. Please make sure everyone in the organization knows and 
understands it. This would help during the challenging times and bringing in a positive 
organizational culture too. It is always advisable to start small and grow with the chal-
lenges to handle along the way – have conversations with employees, record their re-
sponses, add managers in the loop, involve various functions, make a plan, share it with 
everybody and commit to it. HR analytics will help you monitor and improve employee 
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engagement, employee retention, employee wellness, employee productivity, employee 
experience and work culture. 
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